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Abstract- 

Applying to college can be extremely competitive. Since colleges are getting thousands and 

thousands of applications, they only want to select the best candidates that will hopefully stay all 

four years and graduate from that same college. With linear regression we can investigate these 

variables and see exactly which ones are helpful in predicting the success of a certain student. 

This isn’t to say that linear regression will tell us exactly which variables are useful and which 

are not. But we will get some insight into which ones prove more of a factor in the completion of 

a preliminary college course.   



Introduction- 

Logistic regression is a powerful tool used to show relationships between a binary variable and 

other variables. In this case we want to compare the binary variable “Completed Course” (0 for 

no, 1 for yes) with the other variables included in the spreadsheet. The goal is to get an idea of 

exactly which variables are likely to predict a student's success or failure in a current college. 

This is an important task for colleges to do because it can save them money in the long run by 

not having to collect so much data on different variables. It can also help them more accurately 

predict which students will stay in their program and graduate.  

Methods- 

The data for this project was 106 rows with 31 columns. These columns included many different 

variables, but the majority of the columns could be classified into four major groups. These 

groups are academic performance, personal characteristics, physiological characteristics and 

student behavior. We want to use these variables to make a prediction on what best represents 

whether a student will drop the course or be a good fit for the school. This will be done through 

the use of logistic regression. 

Logistic regression is used to describe data and show the relationship between a binary variable 

and other variables. This binary variable is the completed course variable. It is either a zero or 

one, where zero means the student did not complete the course and one shows that the student 

completed the course. This will produce some output that can show us which variables are more 

influential in predicting the success or failure of a college student. The results for logistic 

regression were produced using the glm function in R. 

Before I could move onto doing analysis, I had to clean the data up a bit and make a new 

“predictor” variable. There were some missing values in the data, so I didn’t include them in 

calculations where the missing values played a role. The new variable I had to create was called 

the predictor variable. This was the summation of the following variables “Completed summer 

bridge”, “Completed campus event requirement”, “Completed community service requirement”, 

“Number of faculty adviser meetings attended”, “Number of peer mentor meetings” and 

“Number of workshops attended”. This variable had a range from two to nineteen. The higher 

the number for this variable the more active the student was in participating in extracurricular 



activities related to school. We would expect more and more students to have completed the 

course as the predictor variable increases. 

 

Results- 

Looking at some simple graphs of the data can give us some great insight into how the data is 

acting. Plotting the distribution of the binary variable shows there are more completed courses 

than non-completed. I also plotted the SAT scores for the students so we can see the breakdown 

of the students in that area, because I know SAT scores can be a big deciding factor in some 

school's opinion. Another plot included was the high school GPA for the students. Like the SAT 

score, GPA is often regarded as a big indicator in whether someone is accepted into a college. It 

was good to see the distribution for these two histograms spread out and not shifted to one side 

with outliers.  

 

 



The variable I mentioned earlier that I created was the predictor variable. The table below shows 

the range for the predictor variable, the count, the success and the success proportion. The count 

is the number of times the predictor variable shows up. The success column is the number of for 

each predictor. And lastly the proportion success is the success/N. This gives us the proportion 

that we can plot against the predictor variable. We also can see this plot below. This plot is a 

good representation of how well the predictor variable helps to predict if a student will make it 

through the course. We would expect to see the proportion of success increase as the predictor 

increases. The line graph does fluctuate a bit near the nine to twelve range, but this can be 

explained by some other factors. Just because a student didn’t attend workshops or faculty 

meetings doesn’t mean they will fail. If a student was doing well, they might not attend as 

frequently as a student who is struggling. 

 

Predictor N Success 
Proportion 

Success 

2 2 0 0/2 = 0 

3 1 0 0/1 = 0 

4 2 0 0/2 = 0 

5 3 0 0/3 = 0 

6 6 1 1/6 = .167 

7 5 2 2/5 = .4 



8 7 3 3/7 = .429 

9 3 3 3/3 = 1 

10 11 8 8/11 = .727 

11 7 5 5/7 = .714 

12 15 13 13/15 = .867 

13 10 8 8/10 = .8 

14 9 9 9/9 = 1 

15 15 14 14/15 = .934 

16 3 3 3/3 = 1 

17 3 3 3/3 = 1 

19 1 1 1/1 = 1 

Another plot that includes the predictor variable is the s curve where the predictor is plotted 

against the binary outcome variable. After plotting these values, we can add an s curve to see 

where the outcome starts to change from fail to pass. In the graph below we see this trend occur 

from the predictor value range six to eleven. This is a decent overlap for this predictor value 

because it only ranges from two to nineteen in the whole dataset.  

 

The last thing was to perform some logistic regression. This was done using the glm function in 

R. This takes our outcome variable (Completed Course) and uses it to try to fit a linear model 

with the variables the user puts in. In the first logistic regression I used almost every variable that 

was included in the excel spreadsheet. There were some variables that had to be dropped because 



they were missing values and were throwing off the output. The second logistic regression was 

done with fewer variables, where I only tried to include the ones I thought would be most 

important. In both we see the right most column have a p value and if the p value is of a certain 

threshold, it is marked significant. The significant codes are included at the bottom of both 

images, so we can see just how influential a certain variable can be according to logistic 

regression. 

 

-----------------------------------------------------------------------------------------------------------------------------  

 

Conclusion- 



One of the best plots we see is the predictor variable vs the proportion success. This plot shows a 

steady increase in the proportion of successful students as the predictor variable increase also. 

We see one slight outlier at predictor variable nine, but there are only three occurrences for this 

number and all three passed the course, so the success rate is 1. Overall, the predictor variable 

was a fairly good estimate on whether a student would pass or fail the course. It was only a fairly 

good estimate because if a student was doing well they might not go to optional extra help 

meetings. This isn’t the case for all students but can influence the accuracy of the predictor 

variable. Another factor in this variable is the summation of three counter variables and three 

binary variables. Binary variables are only zero or one, while the other variables being added can 

range from zero to nine. For example, a student could score zero in very variable besides the 

number of workshops attended. If he/she attended nine workshops but nothing else the predictor 

variable would have the student likely to pass the course. With large values like this compared to 

binary variables could lead to some flawed results. 

The s curve of predictor vs completed course also gives us some good results on what ranges a 

student will pass or fail the course. From range two to six it is unlikely that the student will 

complete the course. Then we see the curve from six to eleven start to have some students 

completing the course while others are failing. The last range is eleven to nineteen. This range 

has the most students passing the course, which makes sense and we would expect to see this. 

The logistic regression gave us some insight into what variables are going to be influential in the 

overall success of a student. However, there were many variables of all kinds in this dataset so 

we would expect the results to differ a bit. With so many variables it is tough to see if one 

impacts the output more than another certain variable. This is because the p values are high with 

so many variables making up the logistic regression. We see some rudimentary results from the 

glm function I used for the logistic regression.  
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